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A numerical algorithm of principal component analysis (PCA) is proposed 
and its application in remote sensing image processing is introduced: 
(1) Multispectral image compression; (2) Multi-spectral image noise 
cancellation; (3) Information fusion of multi-spectral images and spot 
panchromatic images. The software experiments verify and evaluate the 
effectiveness and accuracy of the proposed algorithm.
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1. Introduction

Image processing is a technology of enhancing, press-
ing, correcting and identifying the images obtained by 
space remote sensing device and earth resource explora-
tion platform to extract thematic information. It is a basic 
part of the whole remote sensing observation process [1]. 
Principle Component Analysis (PCA), also known as K-L 
transformation, is a multi-dimensional orthogonal trans-
formation based on statistical characteristics. It is the best 
transform to remove the correlation between data, but its 
operation amount is large. This paper proposes a fast PCA 
numerical algorithm implemented in the computer, and re-
alizes its application in the remote sensing image process-
ing from three aspects through the software experiment: 
(1) Multi-spectral image compression. (2) Multi-spectral 
image noise cancellation. (3) Information fusion of mul-

ti-spectral images and spot panchromatic images.

2. The PCA Numerical Algorithm

Let an image sequence have n pictures, each graph size 
is k = M N (M-number of rows; N-number of columns), 
stack these images, and store the pixel value of each graph 
in a one-dimensional array, then the image sequence is 
represented by a two-dimensional array X, and an n-di-
mensional column vector Xi represents the set of all pixel 
values on position i, i.e.:

Xi = [x1i,x2i,…,xni]
T (1)

is
X = [ X1…Xk]

The steps of transform X with PCA numerical algo-
rithm are as follows:

(1) Calculates the mean vector m of XX and the covari-
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ance matrix, CX.

The mean vector of X is:

mX= E[X] ∑
=

=
k

ik 1

1
=Xi (2)

The covariance matrix of X is:

CX= E[(X -mX)(X -mX)T]= ∑
=

k

ik 1

1
(X i-mX) 

       (X i-mX)T= 
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among Cij (i,j=1,2,…n) reflects the correlation between 
pixels i and j. If the different pixels are unrelated, then CX 
for diagonal arrays. CX is the real symmetric array, hence 
the orthogonal matrix A, making CX hierarchization, i.e.:

Λ=ATCXA=
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where the element on the diagonal is a CX. The eigenvalue 
of, and sets the λ1≥λ2≥…≥λn, A for CX eigenvector matri-
ces corresponding to these eigenvalues.

(2) Principal component transformation [2]

Let the matrix y be:
y =A (X -mX)                           (5)

Formula (5) is the principal component transfor-
mation of X. It tiably that the covariance matrix of y
Cy=E[(y -my)(y -my)

T]=ACXAT (6)
Certificate: The mean value of y: my=E[A (X -mX)]= A 

E[X]-AmX=AmX-AmX=0
The covariance array of y:
Cy= E[(y -my)(y -my)

T]= E[yyT]-mymy
T= E[yyT] =E[A (X 

-mX)(X -mX)TAT]= A CXAT. By proof.
It is thus clear that Cy is a diagonal array, and the ele-

ment on its main diagonal is called CX. The eigenvalues of 
y column vectors are not correlated with each other. The 
principal component transformation can therefore remove 
the correlation between the data.

(3) Numerical algorithm for finding the eigenvector 
matrix A

In order to find A in a fast iterative way on the com-
puter, the ancient and elegant comparable algorithm of 
solving the eigenvalue and the eigenvector of the real 
symmetric matrix is adopted first. The solution process is: 
At each iteration, in CXSelect the element with the largest 
absolute value, and set it in column q of line p (let q> p), 

using the n-order rotation matrix R corresponding to the 
position(k)To CXOrthogonal similarity transformation, i.e.
CX

(k)=[R(k)]TCX
(k -1)R(k)(k =1,2,……) (7)

among CX
(0)= CX, R(k)The element rpp

(k)=cos θ, rqq
(k)=cos θ, 

rpq
(k)= -sin θ, rqp

(k)= sin θ, rij
(k)=0(i, j ≠p,q), rii

(k)=1(i≠p,q).
1) If rpp

(k -1)-rqq
(k -1)=0, (i) When rpp

(k -1)> 0,θ =π/4. (ii) 
When rpp

(k -1) <0, θ = - π/ 4.
2) If rpp

(k -1)-rqq
(k -1)=0, which is determined by the fol-

lowing equation:

)4/|(|
2

2 1)(1)(

1)(

π<
−

= −−

−

θ 
rr

r
θtg k

qq
k

pp

k
pq  (8)

Each passing orthogonal similarity transformation, CX: 

The sum of diagonal element squares increases by 2rpq
2. 

Again and again to CX, Transform according to equation 
(7) until | rpq

(k)|<ε (p =q, a small positive number), you can 
be CX,. Gradually transform, for the diagonal array. The 
element on the diagonal in this diagonal array is a CX. The 
eigenvalues of, the successive orthogonal similarity trans-
formation matrix R(k). The product is CX. The eigenvector 
matrix of A:
A =R(1)…R(k) (9)

Because of the ancient and elegant comparable method, 
it takes a time consuming to find the largest absolute value 
of the off-diagonal element every time, using the “pass 
method” [3]. Improvement: First, calculate CX, the sum of 
off-diagonal squares and root are:

v0
2/12 ])([∑

< ji
ij

C =2 (10)

Set Level 1 v1= v0In / n, as described in CXScan by line 
in non-diagonal elements, if | Cij|> v1. To use the rotation 
matrix R(k)To CXOrthogonal similarity transform, other-
wise “pass” and undergo multiple scans until all off-di-
agonal elements are less than v1; Set pass 2 v2= v1For / n,  
the above procedure is repeated until all off-diagonal el-
ements are less than v2; By analogy, through a series of 
passes v2,v3,…,vr. Until you meet the requirements of: 
vr≤ρv1, where is the accuracy requirement. The clearance 
method accelerates the convergence process of the Jacobi-
an method.

(4) Error analysis
Inverse transformation formula through the principal 

component transformation: X =ATy +mX. Accurately re-
build the X. To compress the redundant information in this 
n image, then the m eigenvector A corresponding to the 
first m largest eigenvalues of y is taken1~Am. To approxi-
mately reconstruct X, because A1~Am. The main informa-
tion in X is concentrated. The reconstruction formula is:
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Xs=y∑
=

m

i 1
iAi+ mX (11)

Then X and Xs The total mean squared error ems be-
tween is:

e ms =E[(X -Xs)(X -Xs)
T] = ∑

+=

n

mj
j

1
λ = 2

1 1
)(1 ∑∑

= =

−
M

i

N

j
sXX

MN  (12)

The number of feature vectors, m, is selected according 
to the error requirement.

3. PCA Numerical Algorithm for Remote 
Sensing Image Compression

Remote sensing multi-spectral images have the char-
acteristics of large data volume and high dimension, and 
massive data needs huge storage space [3]. The TM (the-
matic mapping instrument) multispectral images obtained 
by Landsat (Landsat) include seven bands: TM1 (visible 
blue light), TM2 (visible green light), TM3 (visible red 
light), TM4 (near infrared short wave), TM5 (near in-
frared medium wave), TM6 (thermal infrared) and TM7 
(near infrared long wave) [2]. The correlation between the 
individual band images is very high, thus offering the pos-
sibility for image compression.

PCA numerical algorithm image compression exper-

imental environment is a 256M memory of the Pentium 
computer and Matlab7.0 software. Data were obtained 
from a set of images from the Landsat satellite TM1 to 
TM7 band in the Colorado River, USA. Each drawing 
measures it at 512,512. Figure 1(a) was transformed by 
the PCA numerical algorithm. The first 3 principal com-
ponent images are shown in Figure 1(b). The front m  
(m =1~7) main component images to approximately re-
construct the original image sequence. The proportion, 
compression ratio and reconstruction errors of their 
ground information are shown in Table 1, Cy the seven 
feature values are: 1=4889.90, λ2=164.74, λ3= 95.24, 
λ4=49.08, λ5=19.61, λ6=10.57, λ7=5.00. Visible that the 
first 3 principal component images already include:

(λ1+λ2+λ3)/∑
=

7

1i
iλ = has 98.39% of the ground object 

information and the data volume is compressed to 42.9%. 
A 77 matrix C was solved in the experiments by Jacobi 
clearanceXThe eigenvalues and eigenvectors, in the ac-
curacy requirements of =10, respectively-2, 10-3And 10-4.  
Next, the number of iterations was 4, 5, and 6 times, re-
spectively.

And its principal component images: (a) TM1~7 band 
images (b) Top 3 primary component images).

                                                       (a)                                                                          (b)
Figure 1. A TM multispectral image of the Colorado River

Table 1. Error analysis of image compression in the PCA algorithm.

Top m principal 
component images

m

The portion of included ground 
information (%)

reduction ratio
(Total bits of image / bits of 

compressed image)

ems
(Total mean-squared error between the original 

image and the reconstructed image)

1 93.42 7.00 344.24

2 96.57 3.50 179.50

3 98.39 2.33 84.26

4 99.33 1.75 35.18

5 99.70 1.40 15.57

6 99.90 1.17 5.00

7 100 1 2.41×10-28
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4. PCA Numerical Algorithm for Remote 
Sensing Image Noise Cancellation

In remote sensing imaging in the process of imaging 
and image transmission have the influence of noise, CCD 
(charge coupling device) noise is the most important in 
the process of imaging noise, filter the DC component 
of CCD noise and eliminate zero response offset and re-
sponse inconsistency, can be considered the remaining 
CCD noise for the superposition of Gaussian noise and 
salt and pepper noise [4]. The pepper noise can be elim-
inated by median filtering, and the remaining Gaussian 
random noise will reduce the performance of almost all 
compression algorithms. The probability density function 
of the Gaussian random variable z is given by the follow-
ing equation:

The p (z) =
22 2/)(

2
1 σµ

σπ
−− ze  (13) 

where z represents the gray value, the mean of z, is the 
standard deviation of z. Because Gaussian noise band and 
image band overlap, noise cannot be eliminated with tra-
ditional selective filter. As can be seen from Table 1, the 
amount of information contained in the remote sensing 
images after the main component transformation is gradu-
ally reduced, while the last three main component images 
contain very little ground object information. Since the 
Gaussian random noise components are uncorrelated (in-
dependent), the noise is highlighted when the information 
is reduced, so the transformation can separate the noise in 
the image.

The experimental environment in this section is the 
same as in Section 2, and the data are still derived from 
the same set of images in the Colorado River T M 1 to T 
M 7 band, but all include a mean =0, and the normalized 
variance2Gaussian noise =0.09, the first 3 images see 
Figure 3(a), the seven images, the first 3 main component 
images see Figure 2(b), obviously, only the first main 
component image contains more ground information in 
the next two subpictures almost only noise, so only take 
the first main component image to reconstruct the original 
image sequence, obviously reconstructed image (Figure 
2(c) listed 3) Gaussian noise is reduced. Using the mean-
square signal-to-noise ratio (SNR)ms). To measure the ef-
fect of noise elimination, the formula is:
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^
f where f is the original image; it is the reconstructed 

image. The SNR of the original noisy image was the 
SNR0=4.31, and the SNR of the reconstructed images is 

the SNR1=30.07, together with the SNR0. Compared with 
the 6.97 times higher, the PCA numerical algorithm has a 
strong ability to eliminate Gaussian noise.

(a)

(b)

(c)
Figure 2. Remote sensing image noise cancellation by 

PCA numerical algorithm: (a) Multispectral images of the 
Colorado River with Gaussian noise; (b) Primary compo-
nent image; (c) Denoised image only 3 pictures are listed.

5. The Numerical Algorithm of PCA Is a Re-
mote Sensing Image Fusion

Remote sensing applications sometimes require both 
high spatial resolution and spectral resolution. However, 
imaging sensors of a single resource satellite are difficult 
to provide such data.

For example, the Landsat satellite can provide high 
spectral TM images with low resolution but low spatial 
resolution, while the Spot (Earth Observation Experimen-
tal System) satellite provides high spatial resolution pan-
chromatic images with low spectral resolution. The key to 
solve this problem is the image fusion technology, which 
is to synthesize the scanning images of multiple sensors in 
the same area, and become a new image through the com-
plementary information set, so as to achieve the effect of 
improving the spatial resolution while retaining the mul-
tispectral information [5].

PCA numerical algorithm image fusion experimental 
environment is the same as in section 2, the data comes 
from the spot TM image (Figure 3a) and the same area 
image (Figure 3b), Figure 3a, using PCA numerical al-
gorithm, using the spot contrast linear stretch of the first 
main color image in Figure 3c, so it also maintains the 
color features of the color image high resolution, the color 
of the fusion image and the original image.
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                (a)                  (b)                     (c)
Figure 3. Remote sensing image fusion by PCA numeri-
cal algorithm: (a) TM multi-spectral visible light image; 

(b) Spot panchromatic image; (c) Fused image.

6. Conclusions

This paper presents the PCA numerical algorithm, 
available quickly in a computer, for compression, noise 
cancellation and fusion of remote sensing images, and 
verifies the effectiveness and accuracy of the algorithm 
with experiments.
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