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Clustering analysis plays a very important role in the field of data mining, 
image segmentation and pattern recognition. The method of cluster anal-
ysis is introduced to analyze NetEYun music data. In addition, different 
types of music data are clustered to find the commonness among the same 
kind of music. A music data-oriented clustering analysis method is pro-
posed: Firstly, the audio beat period is calculated by reading the audio file 
data, and the emotional features of the audio are extracted; Secondly, the 
audio beat period is calculated by Fourier transform. Finally, a clustering 
algorithm is designed to obtain the clustering results of music data.
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1. Introduction

In recent decades, the explosive growth of information is 
constantly generated from the network due to the amazing 
development speed of the Internet in China. However, in or-
der to find useful information from the huge amount of infor-
mation, simple statistics and computing can no longer meet 
the needs of the public and major companies. Data mining, 
machine learning and other fields have developed rapidly, 
and have become the main algorithm of big data companies. 
We can find out some characteristics in the massive data by 
setting certain rules and conditions. NetEyun Music already 
contains 35 million different songs and music. Besides, about 
50 albums are released every week in the United States, with 

an average of about 12 songs per album. How to quickly 
classify a large number of music and songs has become a dif-
ficult problem. The results obtained from the classification of 
audio files by computer are more convenient for us to study 
the differences between different types of music. In addition, 
it is also convenient for us to directly recommend the same 
type of music to users.

Cluster analysis automatically divides the data ele-
ments in an unsupervised environment. Besides, it finds 
out the scientific research method of hidden rules. The 
clustering process is the process of dividing the data into 
different clusters according to different characteristics and 
unused statistics. Generally speaking, the data elements 
should have greater similarity in each independent class. 
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However, the elements between different clusters should 
have greater differences.

In view of the music data, this paper introduces the 
clustering analysis method, and calculates the emotional 
characteristics based on the audio content. In addition, 
it classifies the audio types according to the emotional 
characteristics of each audio so as to realize the automatic 
classification of massive music data.

A clustering analysis method for music data is proposed. 
Firstly, the audio beat period is calculated by reading the 
audio file data, and the emotional features of the audio are 
extracted; Secondly, the Fourier transform is used to calcu-
late the audio beat period; finally, a clustering algorithm is 
designed to obtain the music data clustering results.

2. Music Melody

The melody of audio refers to a sequence composed 
of pitch length and intensity. The staff we usually see is 
an expression of music melody. In addition, a single part 
with certain logic is played on the basis of certain debug-
ging and beat according to the pitch, length and intensity 
of the melody, which becomes a piece of music. Mono-
phonic music can be composed of a single part of music 
as a whole, or it can be synthesized by multiple parts of 
music. Music as an art form of emotional expression, the 
main means of expressing emotion in music is the melody 
in music. It can also reflect people's inner feelings through 
melody. The soul and foundation of music is the melody 
in music. There are various expressive elements of music 
in the melody. However, the two essential elements of the 
melody are pitch and rhythm. Various uneven contours 
formed by the combination of pitch ups and downs in the 
process of continuous performance, which are called pitch 
lines. It can only be formed when continuous sounds of 
different pitches, different timbre and different lengths are 
combined with a variety of different rhythms of music.

The organic combination of tone, pitch and rhythm 
forms the melody of music. Music expresses an emotion 
through melodies. You must convert the emotional signal 
in music into another way of expression that can be rec-
ognized by the computer if you want to use a computer to 
analyze and identify it. In this paper, MP3 file is used to 
extract audio features.

3. Audio Feature Extraction

3.1 Obtaining Music Beat Period by Autocorrela-
tion Function

Fast Fourier transform (FFT) is used to process audio 
files. FFT is based on the discrete Fourier transform (DFT).
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The symmetry property of DFT is derived, that is,

N k kX X+ =

Further, it is:
X Xi N k k⋅ + =

DFT is divided into odd and even parts according to this 
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Only half of the operation is performed to get the val-
ue of the whole spectrum for each Fourier transform. If 
Nbank 2 is even, each part can be divided into smaller 
parts by recursive operationfor each part. It is why the 
sampling value of most FFT is set to 2k. Generally speak-
ing, the time complexity of FFT is O (nlogn), which great-
ly improves the computing speed of DFT.

This paper uses 0 to shield the frequency of 0~20Hz and 
12.5~22.5kHz where the sensitivity function is insufficient 
because the frequency between 20 and 12500 is standard-
ized in the ISO226-2003 standard. Firstly, the audio file is 
divided into frames.Secondly, the frequency with the high-
est amplitude of each frame of audio data is saved in a fre-
quency sequence by Fourier transform.Finally, and the au-
tocorrelation operation is done on the frequency sequence.

This paper uses the power sum of each frame as another 
reference sequence to do autocorrelation operation consid-
ering that it takes a long time to do Fourier transform for 
each frame. Figure 1 and figure 2 are the comparison of two 
groups of experiments. The audio used in it is irreplaceable. 
From top to bottom, the frame length is 2s,1s~1/32s.

Figure 1. Autocorrelation function with the strongest 
frequency intensity as the main data
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Figure 2. Autocorrelation function with power as the 
main data

According to the experimental results, there is no great 
difference between the two methods. In addition, because 
the direct calculation of power is faster, this method is 
used to extract the beat period features. As a result, the 
change of frame length from 1 to 16 seconds has no effect 
on the calculation of the period. As a consequence, this 
paper takes 0.01 seconds as one frame when calculating 
the beat period.

3.2 Audio Feature Extraction

Considering the following algorithm in order to extract 
the periodic features of audio:  

a) Taking the maximum value in a certain interval as 
the minimum value of the beat period.

b) Quadratic autocorrelation is used to enhance the cor-
relation of the autocorrelation function.

We carefully observe the autocorrelation function of the 
above figure for a). As a result, it is found that the position 
of about 0.5 seconds is actually the second peak, and the 
first peak is about 0.25 seconds. How to judge which peak 
is a period has become a difficult problem. It is consid-
ered that the threshold can be set, and the peak beyond the 
threshold is the position of the beat period. However, we 
find that the setting of the threshold has a great influence 
on the result after counting more than 300 audio files. A 
little higher than 0.01 will increase the beat cycle of about 
60 audio.

The selection of interval has become the problem for b). 
According to the above figure, if the interval selection is 
[1600], the maximum value is 1, and the second largest value 
is 200. Considering that the part where the offset of the 
autocorrelation function is 0 is meaningless, the left side 
of the interval is set to 1. Besides, we cannot simply judge 
the position of the beat cycle.

We first observe the power autocorrelation function of 
24 audio in figure 3 in order to better extract audio features.

Figure 3. Autocorrelation function of 24 songs

The properties of autocorrelation functions are ex-
plained here. The above autocorrelation functions all use 
autocorr function, and the specific formula is different 
from the previous autocorrelation function. The formula is 
as follows:
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In the formula, N is the length of the power sequence, 
mean (x) is the mean value of the power sequence, sum 
(x2) is the sum of squares of the power sequence, and the 
ratio is only for normalization. The purpose of subtracting 
the mean is to prevent the function value from fluctuating 
too much. However, it does not affect the calculation of 
the period. According to the formula, we can see that the 
autocorrelation function has attenuation. In other words, 
the larger the k value, the closer R (k) to 0. In addition, 
when the sequence is long enough, the multiple autocor-
relation function will not affect the position of the peri-
odic wave crest. Besides it also has a certain denoising 
function.

The proof that noise does not affect periodic signal de-
tection:

The existing periodic signal s(m) and the periodic sig-
nal w can be set as composite signal x=s+w, then the auto-
correlation function is
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In the formula, s and w are independent of each other, 
then R(k)=Rs(k)+2CsCw+Rw(k)

In the formula, only Rs(k) has periodicity, CsCw is the 
DC component, and Rw(k) is approximately zero when 
Rw(0) is 1 and K is other values.

As a consequence, the autocorrelation function is di-
rectly used to detect the period in the case of a certain 
noise.

Li Zhijun and others [14] mentioned that the combination 
of AMDF and ACF can be used to make a large number 
of multiplication into addition operations to shorten the 
running time of individual autocorrelation functions when 
optimizing the autocorrelation function. AMDF is the 
average amplitude difference function, and its function is 
defined as:
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This paper tests this point of view as follows:
A. Whether the autocorr function uses loops to calcu-

late and value
All the autocorrelation functions in this paper are cal-

culated by autocorr.
This paper combines the audio power with the fol-

lowing functions according to the property that multiple 
autocorrelation does not affect the fundamental frequency 
period and the difference operation can make the non-sta-
tionary time series more stable.

a) autocorr(diff(autocorr(w,8001)),1000);
b) autocorr(autocorr(diff(w),8001),1000);
c )  au toco r r ( au toco r r (d i f f ( au toco r r ( au toco r-

r(w,8001),8000)),7999),300).
The following images are obtained, as shown in figure 

4-figure 6:

Figure 4. Result diagram corresponding to function com-
bination (a)

Figure 5. Result diagram corresponding to function com-
bination (b)

Figure 6. Result diagram corresponding to function com-
bination (c)

Compared with the above results, it can be found that 
the function obtained by using autocorr (autocorr (diff 
(autocorr (autocorr (w,8000), 8000)), 7999) is very close 
to the sinusoidal function, and then the Fourier transform 
is performed on the obtained sequence. In addition, the 
position of the highest peak is the position of the mini-
mum period of the audio.

Four ordinary students were found to have the number 
of beats according to the rhythm of the music. After all, 
the acceptable rhythm is often between 1s and 0.4s. In 
this experiment, the experimental results of some songs 
are multiplied by 2 or 4 until the period falls into the ear 
recognizable range and put into the Max column in order 
to prove that the rhythm heard by the human ear is an inte-
ger multiple of the fundamental frequency. Table 1 shows 
the comparison between the sample and the experiment.

DOI: https://doi.org/10.26549/met.v5i1.6763
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The error of 3 audio is 25%, and the error of the other 
songs is less than 2%. It is found that these three pieces 
are 3 / 4 beat music. As a consequence, there is a 25% er-
ror between 4 / 4 beat music and 4 / 4 beat music.

This method is simple and unified, and is suitable for 
all songs. As a consequence, this method is used in the 
later audio melody feature extraction.

4. Audio Similarity

We can divide the audio signal into frames according to 
the audio period, extract the frequency and power sum of 
each frame to form the music melody, and then calculate 
the similarity of these sequences through the extraction of 
the audio period.

4.1 Audio Similarity Algorithm Based on Emo-
tional Tendency

Thayer proposed an AV model with regard to the emo-
tional characteristics of audio[15]. It establishes a plane 
Cartesian coordinate system, and the horizontal axis is V 
(Valence), and the vertical axis is A (Arousal). The coor-
dinate value of the horizontal axis reflects the enthusiasm, 
and the value of the vertical axis reflects the quiet degree 
of the audio. In this model, audio clarity is directly divid-
ed into four regions, which correspond to four emotional 
categories: fast, nervous, sad and calm.

We simply classify the influence factors of the verti-
cal axis as the logarithm of the sequence variance of the 
power sum of each frame according to Thayer's model. 

Table 1. Comparison of beat cycle results

Name T/0.01s *2 *4 *8 Max beats/50s 2beats/50s sample error

ACDC-High Way To Hell 26.26 52.51 52.51 95.21 47.61 48 0.82%

Avril Lavigne-Bad Reputation 14.52 29.05 58.10 58.10 86.06 43.03 87 1.08%

Avril Lavigne-Falling Fast 17.21 34.42 68.84 68.84 72.63 36.32 73 0.50%

Avril Lavigne-How You Remind Me 14.73 29.47 58.94 58.94 84.84 42.42 57 25.58%

Avril Lavigne-Rock N Roll 32.51 65.02 65.02 76.90 38.45 77 0.12%

Avril Lavigne-Skater Boy 20.08 40.16 40.16 124.51 62.26 63 1.18%

Avril Lavigne-The Best Damn Thing 18.12 36.25 72.50 72.50 68.97 34.48 68 1.43%

Avril Lavigne-Tomorrow 22.02 44.04 44.04 113.53 56.76 57 0.42%

Black Eyed Peas-Don't Phunkwith My Heart 11.44 22.88 45.77 45.77 109.25 54.63 110 0.68%

Exile-I Believe 26.26 52.51 52.51 95.21 47.61 95 0.23%

Meyer s-Make Some Noise 44.52 89.04 89.04 56.15 28.08 56 0.27%

Jay Chou-Longquan 16.13 32.25 64.50 64.50 77.51 38.76 77 0.67%

Cao Ge-Superwoman 21.33 42.67 42.67 117.19 58.59 59 0.69%

Pu Shu-the Road of the ordinary 17.81 35.62 71.23 71.23 70.19 35.10 71 1.14%

Li Jian, Sun Li-the wind blows the wheat waves 7.85 15.69 31.39 62.77 62.77 79.65 39.83 80 0.44%

Lin Junjie-Cao Cao 20.90 41.80 41.80 119.63 59.81 60 0.31%

Lin Junjie-Street 64.00 64.00 78.13 39.06 104 24.88%

Liang Jinru-the pain of breathing 26.95 53.89 53.89 92.77 46.39 47 1.30%

Milk coffee-Hello tomorrow. 31.03 62.06 62.06 80.57 40.28 41 1.75%

Wang Lihong-still loves you 13.47 26.95 53.89 53.89 92.77 46.39 62 25.18%

Wang Lihong-change yourself 28.85 57.69 57.69 86.67 43.33 88 1.51%

Wang Lihong-full firepower 64.00 64.00 78.13 39.06 79 1.11%

Eason-Love transfer 28.44 56.89 56.89 87.89 43.95 44 0.12%

Underworld society-123 wooden people 23.54 47.08 47.08 106.20 53.10 53 0.19%

DOI: https://doi.org/10.26549/met.v5i1.6763
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In addition, the influence factors of the horizontal axis as 
the frequency sequence variance at the peak of the frame 
spectrum. That is:

A=log(var(w));V=var(fd);

In the formula, w is the power sum sequence of each 
frame and fd is the frequency sequence corresponding 
to the maximum value in the difference sequence of the 
spectrum of the two frames. Var is a function of variance. 
The reason why fd takes the difference as the main feature 
is that people are more sensitive to the changing frequen-
cy than the constant frequency.For example, we often ig-
nore the drumbeat in the background music and focus on 
the changing part of the song when we listen to music.

In the meanwhile, we add a Z axis, Z=log(mean(w)), 
that is, the average of power sum, as the third feature that 
affects audio. For each piece of music, we have a vector 
(a,v,z), based on which we draw a three-dimensional dis-
tribution image of 496 pieces of music. 

Next, we carry on the clustering analysis to these data 
points. In addition, the following briefly introduces the 
commonly used clustering algorithms.

4.2 K-means Clustering

The early idea of K-means clustering algorithm is 
put forward by Hugo Steinhaus [17]. This algorithm has 
become one of the most famous and commonly used 
clustering algorithms because the algorithm is simple to 
implement, low time complexity and space complexity, 
and satisfactory results can be obtained for many simple 
clustering problems.

First of all, the algorithm assumes that the mean of 
each cluster is fixed and known. As a result, the problem 
becomes to add a cluster for each sample x, so that the in-
tra-class distance criterion is minimized. Besides, difficul-
ty of the algorithm is how to find the mean of each cluster. 
After all, it is impossible to obtain the mean of each clus-
ter before knowing which samples each cluster contains. 
In addition, the mean of the cluster can only be obtained 
according to all the samples in the cluster.

We first enter k initial values as the k class, and then 
put the data points into the nearest class at one time to 
get the mean value of each cluster. In addition, we input 
the data points again according to these averages. The 
clustering center does not change after many iterations. In 
this case, the clustering result is a better solution with the 
smallest intra-class distance criterion.

However, the disadvantage of K-means clustering is 
also obvious. The intra-class distance can not be guar-
anteed to be the minimum for the final output results 

though the K-means clustering algorithm has been 
proved to be convergent through limited steps. More-
over, K-means clustering will also converge to the local 
minimum solution according to the different selection 
of initial values. In addition, it is often difficult to get 
better clustering results if the K setting deviates from 
the actual problem.

In view of these problems, we can also choose to opti-
mize the K-means algorithm in advance. For example, the 
output of the initial value to select k points with the larg-
est distance from each other, select the appropriate dis-
tance function and so on according to the prior knowledge 
to select a better value of K.

4.3 Spectral Clustering Algorithm

Spectral clustering algorithm transforms the aggrega-
tion of elements into a kind of graph segmentation, and 
divides the undirected graph of data elements into several 
optimal subgraphs, which is different from most clustering 
algorithms. As a result, it minimizes the cost of segmenta-
tion. in order to achieve the purpose of clustering[2,3,9].

The basic steps of spectral clustering are:
a) Inputting data; 
b) Normalized Laplace matrix; 
c) Calculating the smallest k eigenvalues and the corre-

sponding eigenvector; 
d) Clustering Eigenvectors (a small number of Eigen-

vectors) by k-means.
The advantage of spectral clustering is that there is no 

theoretical basis for the selection of feature vectors if we 
directly use the k-means algorithm for clustering analysis 
of undirected graphs. The introduction of Laplace ma-
trix into spectral clustering adds physical meaning to the 
segmentation of graphs. In other words, for the dimen-
sionality reduction of high-dimensional space, finding the 
eigenvector of Laplace matrix is equivalent to the dimen-
sionality reduction of high-dimensional space.

4.4 Comparison of Clustering Results

We compare the type distribution map of the original 
file with the type distribution map of the original file for 
K-means and spectral clustering. The original audio type 
is the playlist type of NetEase Yun music. For example, 
all music on the playlist is set to the light music type if a 
playlist is named light music. In addition, if the playlist 
type is rock, all songs on the playlist are set to rock. Final-
ly, each point is colored and drawn on a two-dimensional 
plane, which is a type distribution map. Figure 7 (a) shows 
the type distribution of 469 pieces of music, in which the 
positive triangle is rock, rap and other exciting music; The 
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inverted triangle is electric sound and DJ audio; Circles 
represent light music and soothing music. Let's divide 
them into one category for the time being because of the 
characteristics of rock and sound. Figure 7 (b) is the result 
of clustering using K-means, K=2. Fig. 7 (c) is the cluster-
ing result obtained by using spectral clustering, K=2.

Figure 7. (a) Real type distribution map  (b) Clustering 
results of K-means  (c) Clustering results of spectral clus-

tering

We find that the density of audio types is different in 
different regions though several groups of data are crossed 
in the experiment. Compared with the two clustering 
methods, the spectral clustering algorithm is closer to our 
actual situation.

The fitting results of the two clustering results and the 
real results are shown in tables 2 and 3, respectively.

Table 2. Obfuscation matrices obtained by different clus-
tering algorithms

Clustering algorithm K mean Spectral clustering

Real category cluster1 cluster 2 cluster 1 cluster 2

Real category 1 228 114 34 308

Real category 2 0 154 150 4

It can be seen that the clustering effect of K-means al-
gorithm is not ideal, and the clustering effect of spectral 
clustering is ideal.

5. Conclusion

A clustering analysis method for music data is pro-
posed. Firstly, the audio beat period is calculated by read-
ing the audio file data. Besides, the emotional features of 
the audio are extracted. Secondly, the Fourier transform is 
used to calculate the audio beat period. Finally, a cluster-
ing algorithm is designed to obtain the clustering results 
of music data.
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